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Abstract: This article solves the problem of constructing and studying models for 
individual’s creditworthiness assessing. The relevance of solving this problem on the 
intelligent modeling technologies basis: neural networks, decision trees, logistic 
regression is noted. The initial data for the models constructing was a set of 35 columns 
and 149,000 rows. The model’s construction and study were carried out in the Deductor 
Analytical Platform. Each model was tested on data set of 54827 records. For each model 
we constructed the corresponding classification matrices and calculated the 1st, 2nd 
kind errors, and the general error of the models. In terms of minimizing these errors, 
logistic regression showed the worst results, and the neural network showed the best. In 
addition, the constructed models’ effectiveness was evaluated according to the «Income 
from loans» criterion. According to this criterion, the neural network model was also the 
best. Thus, the study results showed that to maximize profits and minimize classification 
errors, it is advisable to use a neural network model. This indicates its effectiveness and 
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practical use possibility in intelligent decision-making support systems for assessing the 
potential borrowers’ creditworthiness. 
 
Keywords: creditworthiness assessing, neural network, decision tree, logistic 
regression, data mining, decision-making support. 
 
 
INTRODUCTION 
 

In the information technology development era in conditions of processed 
information amount increase, the intellectual analysis of large data sets (data mining) 
becomes relevant (9; 10). Data mining allows us to reveal hidden patterns and use them 
in decision-making support systems (4; 13). This approach to modeling is advisable to 
use in the banking sector, particularly in the lending field (1; 3). Data analysis allows us 
to assess the creditworthiness of individuals and legal entities, considering various 
factors, to assess profit or loss of each credit approval, to assess credit repayment 
probability in case of late payments, etc. The individual’s creditworthiness analysis is an 
integral part in the activities of each bank. In this process data mining is a necessary tool. 
It is relevant to use data mining due to the following main factors (12): 1) 
creditworthiness assessing model constructing does not require expensive equipment; 
2) after setting the model parameters, the intervention of analysts is not required to 
decide in each specific case. 

Currently, various methods are used in practice to construct models for 
individual’s creditworthiness assessing (15; 23; 5; 6; 24.18): neural networks, decision 
trees, logistic regression, statistical methods, methods based on financial ratios, methods 
based on cash flows analysis, methods based on business risks analysis, etc. To increase 
the practical problems solving efficiency in individual’s creditworthiness assessing, it is 
necessary to construct and study various models, and to select the best one according to 
the adequacy criterion. In this issue, to achieve this goal, data for the analysis are 
collected and prepared, a neural network model, a logistic regression and a decision tree 
for individuals creditworthiness assessing were constructed, and the study of the 
constructed model’s effectiveness based on the bootstrapping method was conducted 
(22; 7). 
 
METHODOLOGY 
 

The modeling problems solution is often associated with the need to combine 
analytical processing methods. This is due to the fact that real data in a «raw» form is 
often unsuitable for analysis. Information collected from many sources must be cleaned, 
transformed, systematized, and only then the intellectual analysis methods can be 
applied to her. It is advisable to adhere to the standard stages of the Knowledge 
Discovery in Databases (2) technology (2), including data preparation, informative 
features selection, data cleaning, Data Mining methods application, data post-processing 
and the results interpretation. In this work, for data preparation and model’s 
construction for individual’s creditworthiness assessing we used the Deductor Studio 
analytical platform (19). This tool allows to prepare the initial data for analysis (to clear, 
to transform), to construct regression models, decision trees and to train neural 
networks. 
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For model’s construction, it is necessary to create a file with the training set, in 
which examples of solving the individual’s creditworthiness assessing problem 
(«inputs» - «output») should be presented. The algorithm of data preparation for 
analysis is to create a set containing all the necessary data for creditworthiness 
assessing (data prepared by an expert containing all the necessary fields for further 
analysis). In this work we used a data set contained 149,000 lines. Each line contained 
the value of such fields as «Credit amount», «Credit cost», «Credit term», «Credit 
purpose», «Age», etc. The total set of input data consisted of 34 input fields and one 
output containing an expert decision to give or refuse to give a credit. The full name and 
fields types of the initial data are presented in table 1. 
 

Table 1. The initial data set structure and field type 
№ Field name Field type 
1 Credit amount Integer 
2 Credit cost Integer 
3 Credit term Integer 
4 Credit date Date 
5 Credit purpose String 
6 Amount Integer 
7 Age Integer 
8 Gender String 
9 Education String 
10 Private property Logical 
11 Flat Logical 
12 Apartment area Integer 
13 Property acquisition method String 
14 Location String 
15 Car String 
16 Vehicle life Integer 
17 Vacation home Logical 
18 Land plot Logical 
19 Residence in the area Logical 
20 Garage Logical 
21 Enterprise class String 
22 Enterprise lifetime Integer 
23 Enterprise branch String 
24 Specialization String 
25 Position String 
26 Duration of work at the enterprise Integer 
27 Duration of work in the specialty Integer 
28 Average monthly income Integer 
29 Average monthly consumption Integer 
30 The main area of expenditure String 
31 Number of dependents Integer 
32 Married or not Logical 
33 Employment of a spouse (wife) Logical 
34 Period of residence in the region Integer 
35 Credit decision Logical 
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For intelligent models’ construction and evaluation it is required to form the 
training and testing sets from the initial data set. There are various approaches for this 
(8): from direct initial set partitioning into two data sets in predetermined proportions 
to applying more complex procedures for the desired sets randomly generating.  

In this work, the bootstrapping method was used (22; 7). It is multiple random 
sampling of N values from the initial set of volume N. Obtained training sets obviously 
have repeating elements. The corresponding testing sets consist of the original data set 
elements that are not used in training. On each training set, a model is built, and on the 
corresponding testing set, an assessment of the constructed model is performed.  

Further, the obtained results are averaged. This method implies a better set 
dispersion; therefore, the obtained averaged results are more accurate than the results 
of the usual decomposition of the original data set into training and testing sets. On the 
generated training sets, the corresponding individual’s creditworthiness assessing 
models were constructed: neural networks, decision trees, logistic regression models. 

In constructed neural network models, the different number of hidden layers of 
neural networks, the number of neurons in each layer were set, the training method was 
selected, the input, output parameters and the maximum number of training eras were 
specified. After conducting many experiments, the following conclusion was made: 2-
layer neural network models with 12 neurons in each hidden layer are optimal due to 
achieved accuracy. For the neural networks with selected architecture training, the Back 
Propagation method was used. The essence of this method is the propagation of error 
signals from the network outputs to its inputs in the direction, opposite to the direct 
propagation of signals in normal operation. During the training, the maximum number 
of eras was set, equal to 5000. Training also ended if the standard error of recognition 
reached a level of 0.05. 

To construct the decision trees, we need to set input and output parameters, 
configure stop and cut off parameters, and select the construction method. 
Experimentally, we selected the following optimal training parameters for decision 
trees: minimum number of examples in a node is 2; build a tree with more reliable rules 
to the detriment of its compactness; cut off tree nodes at a confidence level of 20%. The 
first two parameters relate to early stop parameters. In this case, the next node will be 
divided into subnodes, if the number of unrecognized examples in the node is greater 
than the value of the «minimum number of examples in the node» parameter.  

The third parameter refers to the cut-off parameters: the smaller level of trust, 
the more nodes will be cut off, and the smaller will be the tree. To set up the logistic 
regression, we need to set the input and output parameters, choose the variables 
selecting method, the estimate accuracy, the number of iterations, and the cut-off 
threshold. Full inclusion (Enter) was chosen as the selection method, the maximum 
number of iterations was set equal to 100, the accuracy of the estimation function was 
10-7, and the cut off threshold was 0.1. 
 
RESULTS 

 
To define the quality of the constructed individual’s creditworthiness assessing 

models, in the Deductor we construct the «Give to everyone» model, which simulates a 
situation where all credit assessment decisions are positive. At the same time, we 
introduce new variables: TP (true positive) – the number of truly positive outcomes; FP 
(false positive) – the number of false positive outcomes; FN (false negative) – the number 
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of false negative outcomes; TN (true negative) – the number of true negative outcomes. 
These variables will later be used for 1st and 2nd kind model’s errors evaluation. Let us 
compare the constructed model’s effectiveness, including the «Give to everyone» model, 
according to the «Income from credits» criterion, calculated in conventional monetary 
units (see Table 2). 
 

Table 2. Models comparison by the credit income criterion 
 

Model Credit income, c.u. 
«Give to everyone» 190 000 
Neural network 352 000 
Decision tree 315 000 
Logistic Regression 290 000 

 
In this case, the «Give to everyone» model turned out to be the worst model. This 

is due to the large number of false positive outcomes in this model. Therefore, such 
model cannot be applied in practice. The best results were shown by the neural network 
model. It qualitatively analyzes the data and allows to get the maximum income from 
credits. For the constructed models practical use, it is required to determine their 
adequacy, that is, compliance with how accurately they solve the problem. The adequacy 
of each model can be determined by using bootstrap estimates. Obtaining these 
estimates is based on the sampling procedure, which allows us to select the same 
records from the initial data several times, forming training and testing sets. Consider a 
particular case of the bootstrap method, which is called «0.632-bootstrap» (16). A data 
set from n observations is selected with substitution to form another data set, also 
consisting of n cases. Since some elements in the second set will be repeated, and the 
initial and the resulting set contain the same number of examples, it turns out that some 
examples will not be selected to the second set. They will be used as test ones. The 
probability of choosing an observation is 1/n. Accordingly, the probability that the 
observation will not be selected is 1-1/n. Multiplying these probabilities by each other n 
times, we obtain (1-1/n)n=e-1=0,368. This gives an estimate of the probability that a 
certain observation will not generally be selected. Thus, if the initial data set is large 
enough, the testing set will contain approximately 36.8% of the observations. On the 
created samples we tested the neural network model, the decision tree model and the 
logistic regression model (15; 21; 17). Testing results are presented in the 
corresponding contingency tables (24) (see tab. 3-5). 
 

Table 3. The neural network model testing results 
 

Actual Values 
Classified by the model 
0 1 Total 

0 31839 2152 33991 
1 819 20017 20836 
Total 32658 22169 54827 
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Table 4. The decision tree model testing results 
 

Actual Values 
Classified by the model 
0 1 Total 

0 30776 3215 33991 
1 1374 19462 20836 
Total 32150 22677 54827 

 
Table 5. The logistic regression model testing results 

 

Actual Values 
Classified by the model 
0 1 Total 

0 29711 4280 33991 
1 1958 18878 20836 
Total 31669 23158 54827 

 
In tables 3-5 the number «1» in the column «Actual Values» means that the client 

is solvent, and he received a credit and the number «0» means the client is insolvent and 
he did not receive a credit. In addition, the number «1» in the «Classified by the model» 
column means that the client is recommended to receive a credit, and the number «0» - 
the client is recommended to refuse a credit. Based on the data presented in tables 3-5, 
the 1st, 2nd kind errors and the general model errors were calculated (see Table 6) (26). 
 

Table 6. Models testing errors 
 

Model 
Testing results 
1st kind errors,% 2st kind errors,% Total error, % 

Neural network 3,93 6,33 10,26 
Decision tree 6,59 9,46 16,05 
Logistic regression 9,4 12,59 21,99 

 
As we can see from the table, from the point of view of the 1st, 2nd kind errors, 

and the general error of the models, logistic regression showed the worst results. At the 
same time, the neural network showed the best results in terms of minimizing these 
errors. In addition, the 1st kind error in the neural network model was less than 5%, 
which is considered as a high result in the intelligent model’s construction. Other 
models, by the 1st kind errors, could not enter the 5% confidence interval. 
 
SUMMARY 

 
The study showed that to assess the individual’s creditworthiness, it is possible 

and advisable to use modern methods of data mining for decision support models 
construction. Such models allow us to assess the maximum profit obtained as a result of 
lending. In addition, the intelligent model’s application allows us to evaluate the 
possibility of potential borrowers to obtain cash automatically, without resorting to 
credit organizations. This saves the time of borrowers and the banking sector specialists. 
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CONCLUSION 
 

Thus, the work solved the problem of intellectual models constructing and their 
effectiveness researching for the individual’s creditworthiness assessing. The study 
results showed that in order to maximize profits from lending, it is advisable to use a 
model based on the multilayer neural network training. In addition, this model showed 
the greatest accuracy in terms of minimizing the 1st and 2nd kind errors. This indicates 
its effectiveness and practical use possibility in intelligent decision-making support 
systems for assessing the creditworthiness of borrowers (11; 20). 
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